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In Memoriam: Lionel March: 1934 – 2018





You can download the 
Obituaries from

http://spatialcomplexity.info/files/2018/06/Lionel-
March-Obituaries-EPB.pdf

You can download this presentation 
as a PDF from

http://spatialcomplexity.info/



I want to talk about Lionel’s contribution of course and I will do 
this in relation to our work together when we were both in 
Engineering at the University of Waterloo, me from 1974–1975 
and Lionel from 1974–1976.

I am going to talk about our work on using Bayesian methods in 
thinking about spatial interaction. We published three papers 
on this idea and I will tell you about them. I will divide my talk 
into three parts 
1  the ideas, the methods; 
2  then about what Lionel and myself did with them; 
3  finally a suggestion that there is much unfinished business;

And we can push these ideas into those about more generic 
data-driven modelling, about scientific explanation



The Ideas: Prior and Posterior Probabilities
In our world, the idea that we already have information about 

how we might explain any phenomenon before we set about 
actually explaining it, is generic. 

We can encode this in the notion of Prior Probabilities – of some 
information explaining the location, say, of an activity – and 
then modifying this probability with some theory of how the 
activity locates in a place. This is the Posterior Probability and 
new information is introduced to update the prior to the 
posterior.

There is a well-defined theorem to represent this and it is called 
Bayes theorem, sometimes rule and it is an ever more popular.



Before I tell you about how Lionel and 
myself embarked on this problem, I 
will state Bayes’ rule so that you have 
an idea of the formality of all this. 

The posterior observed event      is     
and the prior observed event is 
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In fact, we can derive Bayes equation quite naturally from a 
simple equality

This says: the probability of this given that occurring,  times the 
probability of that occurring is equal to the probability of that
given this occurring, times the probability of this occurring.

This is both intuitively obvious and confusing as much of 
probability theory is.

Let us now reformulate this simple relation in the algebra and 
notation that we understand here in spatial modelling 
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We can write the posterior as equal to the product of the 
likelihood ratio times the prior probability as

Where the probabilities are normalised as
Now we can write the equation where we identify the 

normalisation directly as

Where
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Different Kinds of Prior Probabilities
Essentially the prior probability is turned into a posterior by 

adding new information which is essentially the model - - we 
can think of this as what we have already      times the new 
information which is what we hypothesise. 

Let us look at what we have already

• The simplest      is say something like the capacity or area of 
land or the number of houses say in residential location – we 
need these before we can occupy them with residents

• We could also assume a null hypothesis 
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And this means that the prior has no effect
• We might also think of the prior as some sort of geometric 

default – in other words due to the effect of space. Let us now 
assume that if an individual travels from an origin to ever 
further destinations, the number of possible destinations 
increases in proportion to the distance travelled and this the 
probability of ending at one of those destinations declines 
inversely with distance 
We thus have to factor out this effect – in other words it 
already exists and this we might define the prior as
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We can articulate this effect in the following picture

This is related to James S Coleman’s Method of Residues which I 
will recount below as one of our applications 



Now here is a more controversial idea – the model is the data
• We might think of the prior as the data and thus the model 

becomes updating the data into the ‘data’ – in short the best 
model we have is the data. This sounds crazy but it helps us to 
think of the model as an update of what we know and we 
know the data. We can this write the model as

• In fact if we update the data by changing some aspect of it, 
we do what Fratar did in 1954 – and also what various people 
have done with respect to using biproportional factoring to 
update I-O and trip matrices
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• We can now introduce our last idea of the prior – as an 
updating of the data through time – or using the model as the 
data to produce another model – through real time or even 
through ‘model time’. We write the posterior-prior relation as

where the prior is now the model prediction at the previous 
time interval; and where the initial model is the prior data

Then by recursion we can express the posterior as a function 
of the original prior and the sequence of likelihoods 
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We can now simplify this as

Lionel in his inimitable way called this a Bayes Chain. I don’t 
think anyone else has called it this but he did; and I think we 
only referred to it once.

• There is one last thing before I tell you what we did together. 
In fact what we did involves what I have just been talking 
about but the big unifying idea involves using information 
theory to derive these models. 
In short if you define information as Kullback & Leibler defined 
it in 1951, not long after Shannon, the idea is that information 
is the difference between the prior and the posterior i.e.
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Now information is thus defined as

And we can minimise this subject to all the information that we 
think is relevant to the model; but first let us look at the formula 
when 

Now let us minimise this and we form the Lagrangian
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We get the standard model but it has a prior probability now

and we can collect all the terms and simplify the model as

Now we have shown that the model uses in this case a 
constraint on distance travelled plus a prior based on inverse 
distance to – to produce the model – this in fact is like gamma 
distribution.

And who looked at this when all of us began work in the area in 
1967-8 – but Lionel March
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1969
So We Began Our Joint Work in 1974: My Second Theme



Now when we joined each other 
at Waterloo, I had been working 
with ideas about information 
and I had worked on a measure 
called Spatial Entropy which can 
be seen as an information 
difference. I won’t go into this 
here but in 1973 another paper 
by Hobson and Cheng 
appeared about information 
differences. Here is a letter I 
wrote to the journal back in 
1973/4 before I went to Waterloo

1974



• Our first paper 
articulated the idea of 
Bayes theorem and 
information minimising, 
drawing on Aczel’s 
ideas – Aczel was at 
Waterloo too in the 
same department as 
Bill Tutte: Combinatorics 
and Optimisation

Lionel knew all about this somehow: the paper by Jaynes on prior 
probabilities was important then and also Lionel went to see 
Myron Tribus who was at Xerox In Rochester NY, not so far away.



We then decided to look at what a good prior was and Lionel 
introduced me to James S. Coleman’s method of residues –
based on the idea that you filter out what is obvious and then 
what is left – the residues are to be explained.

In Coleman’s book (1964), he shows this for the notion of 
geometric space that gets exponentially larger as you travel 
away from an origin, hence making the probability of 
travelling to those further spaces intrinsically decreasing.

We both knew about the book but it was Lionel who knew 
about the method. I then applied it to a gravity model 
formulation in the Toronto region. I did buy the book in fact 
when I returned to UK in 1975 and it still floats around CASA







Waterloo was a truly remarkable place – they gave you money 
for doing research and engineering gave us money to run a 
two day colloquium on all this in July 1975



I returned to the UK – to the University of Reading where I was a 
lecturer in Geography – and my wife finished her MASc 
degree in Systems Design – another pretty unique 
coincidence as she had applied to do this not knowing that 
Lionel was going to Waterloo as we were at that time. This 
was a pretty amazing coincidence which I only found out 
about at the Land Use Models conference here in Cambridge 
in July 1974 and we were destined to fly in early August.

My wife in fact wrote a Master’s thesis on game-theory in design 
and Lionel was her advisor. All pretty incestuous and she 
published a paper on this in EPB in 1977 

Anyway we didn’t worry about things like that in those days



My last piece of work with Lionel 
was after I returned.  We 
applied information-
minimising to a little model of 
the Reading region. I 
remember presenting this in 
Foster Court where 
Geography was located in 
UCL in late 1975, maybe 1976.

And a book came out with our 
paper with a somewhat 
amazing array of authors – let 
me show you





And so to my third and last theme
I am very attracted to the idea of data-driven models and I 

think that we can go a very long way with this – all our data in 
fact is lagged in the past and I believe we could well make a 
lot of progress in using that data directly as it contains all the 
information which is encoded about how the urban system 
works – in other words we make our models ever better by 
continually updating them – priors into posteriors and so on 
and we start with the data.

I had a go at this about 3 years ago and never completed it. I 
will have another go in the next half year or so and will 
present a paper next November at the NARSA meeting in San 
Antonio, TX, I hope. 



Let me end with a  
nice picture of

Lionel
from Peter Carolin 
via Phil Steadman


